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Introduction

The hardware technology that underlies computer systems has improved so rapidly and continuously for more than four decades that the ground rules for system design are constantly subject to change. It takes many years for knowledge and experience to be compiled, digested, and presented in the form of a book, so books about computer systems often seem dated or obsolete by the time they appear in print. Even though some underlying principles are unchanging, the rapid obsolescence of details acts to discourage prospective book authors, and as a result some important ideas never do get well-documented in books. For this reason, an essential part of the study of computer systems is found in current—and sometimes older—technical papers, professional journal articles, research reports, and occasional, unpublished memoranda that circulate among active workers in the field.

Despite that caveat, there are a few books, relatively recent additions to the literature in computer systems, that are worth having on the shelf. Up until the mid-1980’s the books that existed were for the most part commissioned by textbook publishers to fill a market and they tended to emphasize the mechanical aspects of systems rather than insight into their design. Starting around 1985, however, several very good books started to appear, when a number of professional system designers became inspired to capture their insights. The appearance of these books also suggests that the concepts involved in computer system design are finally beginning to stabilize a bit. (Or it may just be that computer system technology is beginning to shorten the latencies involved in book publishing.)

The heart of the computer systems literature is found in published papers. Two of the best sources are Association for Computing Machinery (ACM) publications: the journal *ACM Transactions on Computer Systems (TOCS)* and the bi-annual series of conference proceedings, the *ACM Symposium on Operating Systems Principles (SOSP)*. The best papers of each SOSP are published in a following issue of TOCS, and the rest—in recent years all—of the papers of each symposium appear in a special edition of *Operating Systems Review*, an ACM special interest group quarterly that publishes a fifth issue in symposium years. One should not, however, assume that these are the only sources—worthwhile papers about computer systems appear in a wide variety of other journals.

On the following pages will be found a set of suggestions for further reading about computer systems, both papers and books. These readings have been selected to emphasize the best available thinking, best illustrations of problems, and most interesting case studies of computer systems. The readings have been reviewed for obsolescence, but it is often the case that a good idea is still best described by a paper from some time ago, where the idea was developed in a context that no longer seems very interesting. Sometimes that early context is much simpler than today’s systems, thus making it easier to see how the idea works. Often, an early author was the first on the scene, so it was necessary to describe things more completely than do modern authors who usually assume significant familiarity with the surroundings. Thus the older readings included here provide a very useful complement to current works.

By its nature, the study of the engineering of computer systems overlaps with other areas of computer science, particularly computer architecture, programming languages, data bases, information retrieval, and data communications. Each of those areas has an extensive literature of its own, and it is often not obvious where to draw the boundary lines. As a general rule, this reading list tries to provide only first-level guidance on where to get started in those related areas.

One thing the reader must watch for is that the terminology of the computer systems field is not agreed upon, so the literature is often confusing even to the professional. In addition, the quality level of the literature is quite variable, ranging from the literate through the readable to the barely comprehensible. Although the
selections here try to avoid the completely incomprehensible, the reader must still be prepared for some papers, however important in their content, that do not explain their subject as well as they could.

In the material that follows, each citation is accompanied by a comment suggesting why that paper is worth reading—its importance, interest, and relation to other readings. When a single paper serves more than one area of interest, cross-references appear rather than multiple citations.

1. The systems bookshelf

As mentioned above, a few wonderful and several really good books about computer systems have recently begun to appear. Here are the must-have items for the reference shelf of the computer systems designer. In addition to these books, the later groupings of readings by topic include other books, generally of narrower interest.

1.1 Wonderful books.


This pair of books together provide a spectacular tour-de-force that explores much of the design space of current computer architecture. The first book provides the fundamentals, the second provides depth. One of the best features is that each area includes a discussion of misguided ideas and their pitfalls. Even though the subject matter gets very sophisticated, the books are always very readable. The books are opinionated (with a strong bias toward RISC architecture), but nevertheless this is a definitive work on computer organization from the system perspective.


An important standard reference book, reprinting original papers that describe practically every machine architecture of interest as of 1982. One pines for an update that preserves all that is here, but that adds the design ideas of another decade or so. If you look for this book in a library, beware of the similarly titled *Computer Structures: Readings and Examples*, also by Bell and Newell, but eleven years older.


Much work on performance analysis of computer systems originates in academic settings and focuses on analysis that is mathematically tractable rather than on measurements that matter. This book is at the other end of the spectrum. It is written by someone with extensive industrial experience but an academic flair for explaining things. If you have a real performance analysis problem, it will tell you how to tackle it, how to avoid measuring the wrong thing, and how to step by other pitfalls.

All aspects of fault-tolerance, atomicity, coordination, recovery, rollback, logs, locks, transactions, and engineering trade-offs for performance are pulled together in this comprehensive book. This is the definitive work on transactions. Although not intended for beginners, the quality of its explanations is very high, making this complex material surprisingly accessible. Excellent glossary of terms. The historical notes are good as far as they go, but are somewhat database-centric and should not be taken as the final word.


Everything you might need to know to put cryptography to work in practical computing situations, including a well-balanced perspective on what works and what doesn’t. Saves the need to read and sort through the thousand or so technical papers on the subject. Protocols, techniques, algorithms, real-world considerations, and source code can all be found here. In addition to being competent, it is also entertainingly written and very articulate.


Well-written, full of insight. This reading is by far the most significant one on the subject of controlling system development. This is where you learn why adding more staff to a project that is behind schedule will delay it further. Although a few of the chapters are now a bit dated, much of the material here is timeless. Trouble in system development is also timeless, as evidenced by continual reports of failures of large system projects. Most successful system designers have a copy of this book on their bookshelf, and some claim to reread it at least once a year. Most of the 1995 edition is identical to the 1974 edition; the newer edition adds Brooks’ *No Silver Bullets* paper (which is well worth reading), and some summarizing chapters.


If you have any interest in privacy, this book is the place to start. It is the comprehensive treatment, by a constitutional lawyer, of what privacy is, why it matters, and its position in the U.S. legal framework.

1.2 Really good books.


This remarkable book explores what in the mind-set of the designers (in the examples, civil engineers,) allowed them to make what in retrospect were massive design errors. The failures analyzed range from the transportation of columns in Rome through the 1982 collapse of the walkway in the Kansas City Hyatt Regency hotel, with a number of famous bridge collapses in between. Petroski analyzes particularly well how a failure of a scaled-up design often reveals that the original design worked correctly, but for a different reason than originally thought. There is no mention of computer systems in this book, but it contains many lessons for computer system designers.


A thorough tutorial introduction to the world of operating systems. Tends to emphasize the mechanics; insight into why things are designed the way they are is there but in many cases requires teasing out. But for a starting
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point, it is filled with street knowledge that is needed to get into the rest of the literature. Includes useful case studies of MS-DOS, Unix, and Mach, as well as the author’s own system, Amoeba.


A thorough tutorial introduction to the world of networks. Like the same author’s book on operating systems, this one also tends to emphasize the mechanics. But again it is a storehouse of up-to-date street knowledge, this time about computer communications, that is needed to get into (or perhaps avoid the need to consult) the rest of the literature. The book includes a selective and thoughtfully annotated bibliography on computer networks.


This is one of the books on performance analysis that originates in an academic setting, but it is better than most, because it emphasizes operational analysis rather than stochastic analysis. Queuing network models are less important inside computer systems these days than they were at the time the book was being written, but they can still be very useful in analyzing networks constructed of lots of interacting servers.


Everything you could possibly want to know about how the network layer actually works. The style is engagingly informal, but the content is absolutely first-class, and every possible variation is explored.


A handbook filled with useful facts about commonly-encountered data communication hardware and facilities: how asynchronous lines and modems work, the specifications of RS-232, RS-422, X.20, X.21, CRC details, channel conditioning, etc. Replaces a whole file cabinet full of hard-to-find facts.


A very broad and fast-moving treatment that provides a good overview of local network technology. Updated frequently, this is the fourth edition in 9 years. In addition to the expected coverage of the usual local area network technologies, there are chapters on circuit-switched branch exchanges, on higher speed technologies, and on internetwork interconnection. Contains an up-to-date 15-page long bibliography, and each chapter ends with specific recommendations for further reading.


Nominally a user’s guide to the PGP encryption package developed by Phil Zimmermann, this book starts out with six very readable overview chapters on the subject of encryption, its history, and the political and licensing environment that surrounds encryption systems. Even the later chapters, which give details on how to use PGP, are filled with interesting tidbits and advice that is actually applicable to all use of encryption.
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Written by an experienced reporter who became interested in the implications of computer systems and networks on privacy, surveillance, and the balance of power between citizens and the government. Filled with illustrative examples and anecdotes. Despite its age, sufficiently forward-looking that it is still worth reading.

1.3. Other books deserving space on the systems bookshelf

Some books, while not quite qualifying for the “very good” category are still good enough that many computer systems professionals insist on having them on their bookshelves. In many cases the only objection to the book is that its appeal is narrow or that the book is centered in another area.


In a reading list on theory this book would almost certainly be in one of the higher categories. It appears in this list as an auxiliary item because occasionally a system designer needs an algorithm. This book is the place to find that algorithm together with the analysis necessary to decide whether or not it is appropriate for the application.


An aggressively theoretical and rigorous treatment of transactions, concurrency, recovery, atomicity, and replication. Anyone interested in contributing to the theory of these topics must start with this book, but system implementers may find it to be somewhat inaccessible.


The history of the computing is littered with companies that attempted to add general-purpose computer systems to an existing business—Ford, Philco, Zenith, RCA, General Electric, Honeywell, A. T. & T., and Xerox are examples. None have succeeded, perhaps because when the going gets tough the option of walking away from this business is too attractive. This book documents how Xerox managed to snatch defeat from the jaws of victory by inventing the personal computer, then abandoning it.


This book is a collection of essays on various aspects of distributed system design, by many different authors. The materials are relatively new, and in some cases could use some more polishing. The result is a bit variable but the accumulation of ideas provides a useful resource pending the arrival of the definitive book on distributed systems.


An intense textbook on the theory that underlies packet-switched data communication networks. Not for casual browsing or for those easily intimidated by mathematics, but an excellent reference source for analysis.
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Probably the best comprehensive treatment of reliability that is available, with well-explained theory and reprints of several case studies from recent literature. Its only defect is a slight “academic” bias in that little judgement is expressed on alternative methods, and some examples are without warning of systems that were never really deployed. The first, 1982, edition, with the title The Theory and Practice of Reliable System Design, contains an almost completely different (but much older) set of case studies.


This book provides a complete picture of the design and implementation of the Berkeley version of Unix. Well-written and full of detail.


A really comprehensive guide to how to run a Unix system with some confidence that it is relatively safe against casual intruders. In addition to providing practical information for a system manager, it incidentally gives the reader quite a bit of insight into the style of thinking and design needed to provide security.


Too-quick reading of the title might lead one to think that this book is only about cryptography, but it is actually two books in one—the “data security” part of the title refers to an excellent presentation of the state of the art (in 1982) in verification, kernel design, data base inference, and security policy systemization. Since not much has happened in those areas since then, this book remains a valuable addition to a system designer's library. The section on cryptography is also well-written, but if one is going to look at only one book on that topic, Schneier, reading 1.1.6 (see page 9-5), is the book of choice. The main flaw in this book is that it explains techniques that are proven by years of experience alongside other techniques that have never been tried in the field; there is little critical judgement as to which ideas are valuable, which are only promising, and which may prove to be crackpot.


A very readable yet thorough account of the scene surrounding three hackers: Kevin Mitnick, Hans Hubner (Pengo,) and Robert Tappan Morris. An example of a view from the media, but an unusually well-informed view.


A computer system designer is likely to consider reading a treatise on ethics to be a terribly boring way to spend the afternoon, and some of the papers in this extensive collection do match that stereotype. However, among the many scenarios, case studies, and other reprints in this volume are quite a number of interesting and thoughtful papers about the human consequences of computer system design. This collection is a good place to acquire the basic readings concerning privacy, risks, computer abuse, and software ownership as well as professional ethics in computer system design.
2 Generalities about systems

2.1 Ways of thinking about systems

There are quite a few books, especially by European academicians, that try to generalize the study of systems. They tend to be so abstract that it is hard to see how they apply to anything, so none of them are listed here. Instead, here are five old but surprisingly relevant papers that illustrate ways to think about systems. The areas touched are allometry, aerodynamics, hierarchy, ecology, and economics. These are followed by a series of more recent papers that simply illustrate the wide range of objectives for computer-based systems.


This is the classic paper that explains why a mouse the size of an elephant would collapse if it tried to stand up. Provides lessons on how to think about incommensurate scaling in all kinds of systems.

2.1.2 Alexander Graham Bell (1847-1922). The tetrahedral principle in kite structure. National Geographic Magazine 14, 6 (June, 1903) pages 219-251.

Another classic paper that demonstrates that arguments based on scale can be quite subtle. This paper—written at a time when physicists were still debating the theoretical possibility of building airplanes—describes the obvious scale argument against heavier-than-air craft and then demonstrates that one can increase scale of an airfoil in different ways and that the obvious scale argument does not apply to all those ways.


A tour-de-force of how hierarchy can be used as an organizing tool in dealing with complex systems. The examples are breathtaking in their range and scope—from watch-making and biology through political empires. The style of thinking shown in this paper suggests that it is not surprising that Simon later received a Nobel price in Economics.

2.1.4 LaMont Cook Cole (1916-1978). Man’s effect on nature. The Explorer: Bulletin of the Cleveland Museum of Natural History 11, 3 (Fall, 1969) pages 10-16.

This brief article looks at the Earth as a ecological system in which the effects of man lead both to surprises and to propagation of effects. It describes a classic example of propagation of effects: attempts to eliminate malaria in North Borneo led to an increase in the plague and roofs caving in.

2.1.5 Garrett James Hardin (1915-). The tragedy of the commons. Science 162, 3859 (December 13, 1968) pages 1243-1248.

A paper that explores a property of certain economic situations in which Adam Smith’s “invisible hand” works against everyone’s interest. Interesting for insight into how to predict things about otherwise hard-to-model systems.
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2.2 Examples of objectives of systems


The ground-control system for manned space missions. Emphasis is on continued operation, no matter what, once a mission starts.


A very big airline reservation and flight operations system. Airline reservations are among the most demanding of data base applications, and flight operations resembles military command and control in its objectives.


Another paper in the series of question-and-answer case studies by Gifford and Spector, this time about the architecture of one of the networks that allow you to withdraw money from an ATM in Peoria even though your bank is in Boston.


This paper describes an operating system with very low-key, but carefully-chosen and hard-to-discover objectives. Unix provides a hierarchical catalog structure, and succeeds in keeping naming completely distinct from file management. An earlier version of this paper appeared in the Communications of the ACM 17, 7 (July, 1974) pages 365-375, after being presented at the Fourth ACM Symposium on Operating Systems Principles. Unix evolved rapidly between 1973 and 1978, so the BSTJ version, though harder to find, contains significant additions, both in insight and in technical content.


An old but reliable discussion of aspects of information systems that are dehumanizing and principles that can be used to avoid the problem.

3 Memory in Computer Systems

3.1 Memory Allocation

In the area of memory allocation are two very old but still quite pertinent papers. Most recent work in allocation is on garbage collection for object-oriented languages. The garbage collection papers actually blend in to the topic of multilevel memory management. That area has a very extensive literature of its own, of which only a few key items are cited here.


Original, and still best, description of a by-now widely-used technique for memory allocation that combines contiguous and block allocation in what is known as the “buddy system”.


If you can sit still for the somewhat odd terminology of this paper, you will find that it contains seminal thinking on how to do storage allocation. Written from the perspective of an implementer of one of the first programming languages to make a serious attempt at handling storage allocation for its users.


One of the most sophisticated storage allocation schemes to be documented: a copying garbage collector that avoids stopping the application for uncontrollably long periods. The approach used to model the algorithm and its load so as to predict maximum housekeeping time is quite interesting.


A refinement of Baker’s garbage collector taking advantage of the observation that objects can be dynamically classified according to their probable lifetimes, and that longer-lived objects can be garbage-collected less often.

3.2 Multilevel memory management

Both of the books by Patterson & Hennessy have excellent discussions of memory hierarchies, with special attention paid to the design space for caches. Chapter 7 of reading 1.1.1 is very accessible; a substantially more intense version that is more performance-oriented and has additional speed-up tricks appears in the second book as chapter 5, reading 1.1.2 (see page 9-4). A lighter-weight treatment focused more on virtual memory, and including a discussion of stack algorithms, can be found in Chapter 3 of Tanenbaum’s computer systems book, reading 1.2.2 (see page 9-6).


This paper shows that compiler code generators must do multilevel memory management, and they have the same problems as do caches and paging systems.


The original reference on stack algorithms and their analysis, well written and in considerably more depth than the brief summaries that appear in modern textbooks.


This is a typical example of a time-sharing system that uses paging. It is probably easier to understand than some of the more recent mini- and micro-computer virtual memory systems that are muddied with tricks to stretch a too-small addressing architecture.
Suggestions for Further Reading


This paper nicely illustrates the range of issues encountered in designing a cache memory. As a bonus, it also provides an accessible brief summary of the VAX virtual memory addressing scheme.


See comment on reading 3.2.6, below.


These two papers describe two generations of the memory-management system used in Smalltalk, an interactive programming system for desktop computers. A coherent virtual memory language support system provides for lots of small objects while taking into account address space allocation, multilevel memory management, and naming in an integrated way.

The paper on the Woodstock File System, by Swinehart et al., reading 8.3.1 (see page 9-27), describes a file system that is organized as a multi-level memory management system.

4 Enforcing Modularity: Types, Clients, Servers, Kernels, and Threads

4.1 Type-extension as a system organizing tool

The first system to use type-extension was the Cal time-sharing system, described in the paper by Lampson and Sturgis, reading 12.1.1 (see page 9-36). The second major run at organizing an operating system in an object-oriented style was Hydra, which had a full-scale type hierarchy; it is described in reading 12.2.1 (see page 9-36).


This paper addresses a wide range of issues encountered in applying type-extension to Multics in order to simplify its internal organization. Many of these ideas were explored in even more depth in Philippe Janson’s Ph.D. thesis, *Using type extension to organize virtual memory mechanisms*, M. I. T. Department of Electrical Engineering and Computer Science, August 1976. That thesis is also available as M.I.T. Laboratory for Computer Science Technical Report TR-167, September, 1976.

How to use data types and type managers in the large-scale operating system environment. Expanded version of the topic touched by reading 4.1.1.

4.2 Kernels and Remote Procedures


The RC-4000 was the first, and may still be the best explained, system to use messages as the primary task coordination mechanism. It is also what would today be called a microkernel design.

A popularized treatment that indicates the latest trend in operating system design. Comparing this paper with the one by Brinch Hansen, reading 4.2.1, leads some readers to conclude that in 25 years nothing has changed but the buzzwords.


A well-written paper that shows first, the simplicity of the basic idea, second, the complexity required to deal with real implementations, and third, the refinements needed for high effectiveness.


As a complement to the abstract discussion of remote procedure call in the previous paper, this one gives a concrete, blow-by-blow accounting of the steps required in a particular implementation, and then compares this accounting with overall time measurements. In addition to providing insight into the intrinsic costs of remote procedures, this work demonstrates that it is possible to do bottom-up performance analysis that correlates well with top-down measurements.


These two papers develop techniques to allow local kernel-based client/server modularity to look just like remote client/server modularity to the application designer, while at the same time capturing the performance advantage that can come from being local.

4.3 Virtual Processors: Threads


This is an excellent tutorial, explaining the fundamental issues clearly, and going on to show the subtleties involved in exploiting threads correctly and effectively.


The distinction between user threads and kernel threads comes to the fore in this paper, which offers a way of getting the advantages of both by having the right kind of user/kernel thread interface. The paper also revisits the idea of a virtual machine, but in a multi-processor context.

Attempts to impose modular structure by strict layering sometimes manage to overlook the essence of what structure is actually appropriate. This paper describes a rather different inter-module organization that seems to be especially effective when dealing with network implementations.


Describes what is probably the first systematic virtual processor design and implementation, the multi-processor multiplexing scheme used in the Multics system. Defines the coordination primitives *block* and *wakeup*, which are examples of binary semaphores assigned one per process.

5 Communications in Computer Systems

A good, in-depth tutorial introduction to this topic is Tanenbaum’s book on networks, reading 1.2.3. An abbreviated version of that same material, sufficient for many readers, appears as chapter ten of his book on operating systems, reading 1.2.2 (see page 9-6). *Proceedings of the IEEE* 66, 11 (November, 1978), is a special issue of that journal devoted to packet switching, containing several papers mentioned under various topics here. Collectively they provide an extensive early bibliography on computer communications.

5.1 Networks

The book by Perlman on bridges and routers, reading 1.2.5 (see page 9-7), explains how the network layer really works.


A basic tutorial on local area network communications. This paper characterizes the various modular components of a local area network, both interface and protocols, gives specific examples, and also explains how local area networks relate to larger, interconnected networks. The specific examples are by now out of date, but the rest of the material is timeless.


This paper provides the design of what has proven to be the most popular local area network technology.


Autonet is a mesh-connected local area network that uses an ATM-like technology, though with variable-length packets and without virtual channels; its goals of simple, field-changeable and automatic configuration resemble those of the Ethernet. A related paper, reading 10.2.3 (see page 9-32) by Rodeheffer and Schroeder, describes the automatic reconfiguration features of Autonet.
5.2 Protocols


This paper is well-written and provides perspective along with the details. Being written a long time ago turns out to be its major appeal. Because networks were not widely understood at the time, it was necessary to fully explain all of the assumptions and offer extensive analogies. This paper does an excellent job of both, and as a consequence it provides a useful complement to modern texts. One who is familiar with current network technology will frequently exclaim, “So that’s why the Internet works that way”, while reading this paper.


At the time it was written, an emerging problem was interconnection of independently administered data communication networks. This paper explores the issues in both breadth and depth, a combination that more recent papers don’t provide.


A discussion of the interaction between protocol design and protocol implementation, with special attention to the question of whether each protocol level requires a corresponding implementation level.


This paper captures 20 years of experience in protocol design and implementation and lays out the requirements the next few rounds of protocol design. The basic observation is that the performance requirements of future high-speed networks and applications will require that the layers used for protocol description not constrain implementations to be similarly layered. This paper is required reading for anyone who is developing a new protocol or protocol suite.


An entertaining discussion of big-endian and little-endian arguments in protocol design.


This brief item is the source of the “servant’s dilemma” a parable that provides helpful insight into why flow control decisions must involve the application.

One popular protocol, Remote Procedure Call, is covered in depth in reading 4.2.3 (see page 9-14) by Birrell and Nelson, as well as section 10.3 of Tanenbaum’s Operating System book, reading 1.2.2 (see page 9-6).

5.3 Organization for communication


See comment on reading 5.3.2, below.

These two papers discuss experience with the ARPANET. Anyone faced with the need to design a network should, in addition to learning about current technology, look over these two papers, which focus on lessons learned and the sources of surprise.


This paper proposes a design rationale for deciding which functions belong in which layers of a layered network implementation. One of the few papers available that provides a system design principle.


Technology is making gigabit/second data rates economically feasible over long distances. But long distances and high data rates conspire to change some fundamental properties of a packet network—latency becomes the dominant factor that limits applications. This paper provides a very good explanation of the problem.

5.3.5 Martin Reiser. Performance evaluation of data communication systems. *Proceedings of the IEEE* 70, 2 (February, 1982) pages 171-196.

A comprehensive survey of mathematical approaches to performance evaluation of networks: data link analysis, path control analysis, end-to-end analysis. Exceptional, though by now somewhat dated, bibliography.

5.4 Practical aspects

The starting place for network practice at the link level is with the books by McNamara, reading 1.2.6 (see page 9-7), and by Stallings, reading 1.2.7 (see page 9-7). At the network level, start with the book by Radia Perlman, reading 1.2.5 (see page 9-7). Or for the complete word on the Internet protocols, check out the following series of books.


These three volumes will tell you more than you wanted to know about how TCP/IP is implemented, using the network implementation of the Berkeley System Distribution for reference. The term “illustrated” refers more to computer printouts-listings of packet traces and programs-than to diagrams. If you want to know how some aspect of the Internet protocol suite is actually implemented, this is the place to look; unfortunately, it does not often explain why.

6 Naming and Binding in systems

Under the general topic of naming are three older papers that describe the abstract concepts more carefully than do most current treatments. Addressing architectures are usually well documented; this list includes only a few of the many papers in the area. File systems are often described as part of a larger system design, so many of the papers that would deserve to be mentioned here are cited under different topics.
Naming has emerged as a major complication when connecting computers with a data communications network, and several papers in the last group focus on that subject.

6.1. Naming


An in-depth tutorial on all aspects of naming in computer systems, with emphasis on the way the principles apply to addressing architectures and to file systems. Includes a substantial bibliography and a case study of naming in the Multics system.


The original paper outlining the advantages of providing naming support in a hardware architecture.


The first comprehensive treatment of capabilities, a mechanism introduced to provide protection but actually more of a naming feature.

6.2. Examples of addressing architectures


This book explores every detail and ramification of the extensive naming mechanisms of Multics, both in the addressing architecture and in the file system.


The Burroughs Descriptor system explained in this book is the only example of a hardware-supported naming system actually implemented before the advent of microprogramming.


Not widely circulated, this report describes (as best it can within confidentiality restrictions) an extremely ambitious naming architecture. Some of the ideas in this architecture later appeared in the IBM System/38 and AS/400 computer systems.


A good description of a system that pioneered the use of high-powered addressing architectures

See also the papers reprinted in the book by Siewiorek, Bell, and Newell, reading 1.1.3 (see page 9-4).
6.3 Examples of other naming systems


A tutorial treatment of names as used in database systems. The paper begins with a better-than-average statement of requirements, then demonstrates how those requirements were met in the R* distributed database management system.


A product version of some of the ideas pioneered in Grapevine, reading 12.11 (see page 9-39). This report provides design detail down to the level of subroutine interfaces.


How hardware addresses are handled in the Ethernet local area network.


Addressing a laptop computer that is connected to a network by a radio link and that can move from place to place without disrupting network connections can be a challenge. This paper proposes implementing a virtual network and a scheme to continuously maintain a mapping of virtual network addresses to real ones.


Project Xanadu is an ambitious vision of a future in which books are replaced by information organized in the form of a naming network, in the form that today is called “hypertext”. The book, being somewhat non-linear, is a primitive example of what Nelson advocates.


A naming plan intended for large networks.


System 7 for the Macintosh has a remarkable mechanism for links between files, involving a mixture of hard links, soft links, and search heuristics. This mixture allows links to survive file and folder renaming, movement, and even deletion and restoration from backup. This chapter describes the mechanics in detail.

Some of the most interesting examples of naming systems are found in case studies elsewhere in this reading list. For example, see the discussion of naming in Pilot, reading 11.2.3 (see page 9-34); in Grapevine, reading 12.11.1 (see page 9-39); the naming system of the Apollo Domain one-level-store, reading 12.7.3 (see page 9-38); and Murphy’s paper about Tenex, reading 3.2.3 (see page 9-13).
7 Protection and Privacy in Computer Systems

7.1 Privacy

The fundamental book about privacy is reading 1.1.8 (see page 9-6) by Alan Westin.


This book articulately spells out the potential effect of computerized data-gathering systems on privacy, and of possible approaches to improving legal protection. Part of the latter is now out of date because of advances in legislation, but most of this book is still of much interest.


Written for a lay audience, this short paperback book thoroughly investigates the range of potential privacy-invading effects of the application of computer technology. The examples are badly out of date, but many of the issues raised in this book remain unresolved.


A popularized but thorough peek inside some of the U.S. government’s high-technology techniques for communications surveillance.


See comment on next paper.


These two papers provide a carefully thought-out introduction to the consequences of technology on privacy. The second paper is actually a debate with pro and con positions on computer matching both well argued. All are reprinted in the book by Johnson and Nissenbaum, reading 1.3.11 (see page 9-9).

7.2. Encipherment as a Protection Mechanism

The fundamental book about cryptography applied to computer systems is reading 1.1.6 (see page 9-5), by Bruce Schneier. In the light of this book, the first few papers from the 1970’s listed below are primarily of historical interest. An excellent brief introduction to cryptography in computer networks can be found in Tanenbaum’s Computer Networks text, reading 1.2.3 (see page 9-6). There are also good treatments of cryptography in the books by Simson Garfinkel, reading 1.2.3 (see page 9-6) reading 1.2.8 (see page 9-7), and by Dorothy Denning, reading 1.3.9 (see page 9-9). Note that all of these books and papers focus on the application of cryptography, not on crypto-mathematics, which is a distinct area of specialization not covered in this reading list.
Suggestions for Further Reading


First people out with a possibly workable public key system.


This is the official description of the national standard private key system, known as DES.


This is the unofficial analysis of how to break the DES, by building a special-purpose chip. Nearly two decades later, this proposal still seems to be the only promising attack on DES; the intervening improvements in hardware technology make the proposal look a little too feasible for comfort.


An older paper by the designers of the DES providing background on why it works the way it does. One should be aware that the design principles described in this paper are incomplete; the really significant design principles are classified as military secrets.


Introduces the idea of verifiable plaintext, material that someone who has guessed a key can use to verify that the key is correct. Verification is of concern whenever a password is used as an encryption key, because passwords are notoriously easy to guess. The paper points out that it is possible to design authentication protocols that do not contain verifiable plaintext, and it offers several examples.


A short but very clearly-written paper that demonstrates the kind of thinking and analysis required to systematically construct a secure communication protocol. One unusual idea is the introduction of collision-rich hashing as an attack-detection mechanism.


A very nice analysis of what goes wrong in real-world cryptosystems—secure modules don’t necessary lead to secure systems—, and the applicability of systems thinking in their design. Anderson points out that merely doing the best possible design isn’t enough; a feedback loop that corrects errors in the design following experience in the field is equally important component that is sometimes forgotten.
7.3 Protection Architectures


After twenty years, this paper still provides an effective treatment of protection mechanics in multi-user systems. Its emphasis on protection inside a single system, rather than between systems connected to a network is one of its chief shortcomings, along with antique examples and omission of newer techniques of certification such as authentication logic.


The possibility that capabilities might be revocable was explored in depth in this thesis, using the idea that capabilities should contain indirect references to the objects to which they allow access. By changing or destroying the indirect entry, the owner of an object can render the capability useless, and not worry about whether or not it has been copied.


This paper is probably as clear an explanation of capability systems as one is likely to find. There is another important paper on capabilities by Fabry, reading 6.1.3 (see page 9-20)


Protection rings are an easy-to-build generalization of the supervisor-user mode distinction, but they are of only limited utility. This paper explores the rationale for rings and describes some subtle details of design.


The main item of interest in this paper is that it reports that delivered hardware does not necessarily match its wiring diagram, and that many failures in hardware protection features may be undetectable. Although the computer examined is now completely obsolete, modern hardware still seems to have the same problem and the lessons of this paper have not yet all been learned.


An unusually thoughtful and detailed discussion of lightweight security features, and both how they can be used effectively or misused badly. The chief defect in this paper is that the examples assume a thorough familiarity with Unix.


This paper is a model of how to explain something in an accessible way. With a minimum of jargon and an historical development designed to simplify things for the reader, it describes the Unix password security mechanism.
See also reading 1.3.8 (see page 9-9) by Garfinkel and Spafford, reading 12.1.1 (see page 9-36) by Lampson and Sturgis, and reading 12.5.2 (see page 9-37) by Saltzer.

7.4 Certification, Trusted Computer Systems and Security Kernels


One of a series of papers on a logic that can be used to reason systematically about authentication. This paper provides a relatively complete explication of the theory and shows how to apply it to the protocols of a distributed system.


This paper applies the authentication logic developed in reading 7.4.1 to an experimental operating system. In addition to providing a concrete example, the explanation of the authentication logic itself is a little more accessible than in the other paper.


Anyone who is seriously interested in developing trusted computer systems should think hard about the implications for verification that this paper raises. Thompson demonstrates the ease with which a compiler expert can insert undetectable Trojan Horses into a system.


In the 1970’s, the U. S. Department of Defense undertook a research effort to create trusted computer systems for defense purposes, and in the process created quite a large body of literature on this subject. This paper distills most of the relevant ideas from that literature in a single, readable case study, and it also provides pointers to the key other papers if one wants to find out more about this set of ideas.


The National Academy of Sciences asked a committee of experienced computer system designers to assess, in the light of 20 years of research and development, what problems remained in protecting information in computers. The committee reported that most of the problems of 20 years earlier, though perhaps addressed in academic papers, still exist in practice, and actually have been made worse by the advent of computer networks.


In contrast with much of the shrill literature on the subject of its title, this volume collects a large number of thoughtful, and for the most part competent, published papers, comments, and other useful materials. The incident of the Internet Worm is thoroughly covered, and the treatment of viruses is also very thorough. The
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last section of the book, on social, legal, and ethical implications contains quite a range of thought-provoking opinions.


This is a thought-provoking paper that outlines the requirements for security policy in commercial settings and argues that the lattice model is often not applicable. It suggests that these applications require a more object-oriented model in which data may be modified only by trusted programs.

Almost half of the book by Dorothy Denning, reading 1.3.9 (see page 9-9), is on trusted computer systems. Chapter five of that book contains an overview of the lattice model of security policy, which is currently the basis for security policy of the military world and in consequence also the basis for most extant work on trusted computer systems.

8 Persistent Storage

8.1 Persistence per se


A superficial, but useful, overview of the problems of archiving digital information despite medium and technology obsolescence.

8.2 Properties of persistent storage devices


This paper is really two papers in one. The first five pages provide a wonderfully accessible explanation of how modern disk drives and controllers actually work. The rest of the paper, of interest primarily to performance modeling specialists, explores the problem of accurately simulating a complex disk drive, with measurement data to show the size of errors that arise from various modeling simplifications (or over-simplifications).


The reference paper on Redundant Arrays of Independent Disks (RAID). The first part reviews disk technology; the important stuff is the catalog of six varieties of RAID organization.

8.3 Examples of File Systems

The CAP file system is one of the few that implements a genuine naming network. It is described in reading 12.4.2 (see page 9-37).

Multilevel memory management with one of the levels remote, on another computer. This paper opens the door on the topic of distribution of function across connected cooperating computers. The authors had a specific goal of keeping things simple, so the relationship between mechanism and goal is much clearer than in more modern, but more elaborate, systems.


The “fast file system” nicely demonstrates the trade-offs between performance and complexity in adding several well-known performance enhancement techniques, such as multiple block sizes and sector allocation based on adjacency, to a file system that was originally designed as the epitome of simplicity.


Although it has long been suggested that one could in principle store the contents of a file system on disk in the form of a finite log, this design is one of the few that demonstrate the full implications of that design strategy. The paper also presents a nice example of how to approach a system problem, by carefully defining the objective, measuring previous systems to get a benchmark, and then comparing performance as well as functional aspects that cannot be measured.


This paper suggests a clever way to get much of the advantage of a log-structured file system at the disk level rather than at the file system level of the operating system.


Coda is a variation of the Andrew File System (AFS) that provides extra fault-tolerance features. It is notable for using the same underlying mechanism to deal both with accidental disconnection because of network partition and the intentional disconnection associated with portable computers. This paper is very well written.

See also reading 2.2.4 (see page 9-11), which describes the original Unix file system; reading 6.2.2 (see page 9-20), about the Burroughs file system; reading 12.1.1 (see page 9-36), about Cal and its file system, and reading 12.7.2 (see page 9-38), about the Apollo Domain file system.

9 Atomicity, Coordination, and Recovery

The best source on this topic is reading 1.1.5 (see page 9-5), the thousand-page book by Gray and Reuter, but it can be a bit overwhelming. For the most part, the papers in this section provide alternative views of the same material. The papers here by Gray can also be found as chapters in the book.
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9.1 Atomicity


A very readable, masterful discussion of atomic transactions, with perspective on why some techniques work better than others. The “limitations” section identifies several good research problems. This paper reads so smoothly that it is deceptive: it explores some subtle and deep ideas that require contemplation to understand.


Describes a two-phase commit protocol for coordinating multiple updates with recovery. Oriented to database management, but ideas are fundamental.

9.1.3 David P. Reed. Implementing atomic actions on decentralized data. *ACM Transactions on Computer Systems* 1, 1 (February, 1983) pages 3-23.

Introduces the concepts of *possibilities* and *pseudo-time* as ways of achieving atomicity in distributed updates by labeling data versions systematically with time-stamps. Although the theoretical idea had been discussed for at least a decade, this is apparently the first practical proposal for using version histories as the basis for concurrency atomicity. For the full treatment, see the same author’s Ph.D. thesis, *Naming and Synchronization in a Decentralized Computer System*, Massachusetts Institute of Technology, Department of Electrical Engineering and Computer Science (September, 1978). Also available as M.I.T. Laboratory for Computer Science Technical Report TR-205 (September, 1978). 181 pages.


A description of Swallow, an implementation of the system proposed in reading 9.1.3, above.


Describes alternative strategies that maximize parallel activity while achieving atomicity: maintaining multiple values for some variables, atomic broadcast of messages to achieve proper sequence.


One of the first attempts to link atomicity with both recovery and coordination. Written from a language point of view, rather than an implementation perspective.

A replicated data algorithm that allows the trade-off between reliability and performance to be adjusted by assigning weights to each data copy and requiring transactions to collect a quorum of those weights before reading or writing.


This paper is a case study of a sophisticated, real, high performance logging and locking system. It is one of the most interesting case studies of its type, because it shows the number of different, interacting mechanisms that are needed to construct a system that performs well.

See also the paper by Lampson and Sturgis, reading 13.2.8. (see page 9-43).

9.2 Synchronization and Deadlock

Every modern textbook covers these topics, probably more than their importance calls for. These readings extend the basic concepts in various directions.


Introduces semaphores, the synchronizing primitive most often used in academic exercises. Notable for its very careful, step-by-step development of the requirements for mutual exclusion and its implementation. Many modern treatments ignore the subtleties discussed here as if they were obvious; they aren’t, and if you want to really understand synchronization this is a paper you should read.


This is the very brief paper in which Dijkstra first demonstrates that locks can be implemented entirely in software, relying on the hardware to guarantee only that read and write operations are relatively atomic.


An extremely simple coordination system that uses less powerful primitives for sequencing than for mutual exclusion; a consequence is simple correctness arguments.


A nice discussion of the pitfalls involved in integrating parallel activity coordination into a programming language.

When threads are implemented on a single processor, the mechanics of mutual exclusion can be accomplished using idempotent instruction sequences which, if interrupted, can be restarted from the beginning. One can implement such sequences either by telling the operating system where they are located (explicit registration) or by restricting the setting of locks to clichés that an interrupt handler can recognize. This paper explores both of these ideas and measures their potential performance benefit.

See also reading 4.2.1 (see page 9-14), by Brinch Hansen, which uses messages as a coordination technique, and reading 4.3.1 (see page 9-15), by Birrell, which describes a complete set of coordination primitives for programming with threads.

10 Limits and Reliability

10.1 Limits of current technology


A report on recent technical advances in magnetic recording technology. Note that survey papers like this one appear every four or five years in *IEEE Spectrum*; they generally describe the latest laboratory achievements, which will gradually appear in products over the ensuing five to ten years. *IEEE Computer* annually devotes its January issue to technology updates. Although they tend to be a little superficial, they are still handy for keeping up with the state of the art.


One of the few readable papers that has so far appeared on a relatively new trade-off in system design: keeping the power consumption low in order to allow a system to be portable. Don’t be thrown off by the term “speech signal processing,” the issues explored here have general applicability.

10.2 Fault-Tolerance

Chapter three of the book by Gray and Reuter, reading 1.1.5 (see page 9-5), provides a bedrock text on this subject. The book by Siewiorek and Swarz, reading 1.3.6 (see page 9-8) provides a somewhat broader discussion as well as a comprehensive set of case studies. Although fault-tolerance in mechanical systems has always been a concern, *ad hoc* techniques (when a system fails, patch it or its follow-on) have dominated. Unfortunately, rapid technology changes make this traditional technique ineffective for computer systems, so a small number of authors have endeavored to systematize things.


A very nice, easy to read, overview of how high availability can be achieved.

This paper provides an excellent taxonomy, as well as a good overview of several architectural approaches to designing computers that continue running even when some single hardware component fails.


Describes some interesting *ad hoc*, but perhaps generalizable, techniques for achieving fault-tolerance in a multiply connected network. The idea of a skeptic, which takes the error rate into account in making decisions about what is working and what is not (a variant on the idea of systematic back-off) is probably the most interesting contribution of this paper.

For an example of fault-tolerance in distributed file systems, see the paper on Coda by Kistler and Satyanarayanan, reading 8.3.5 (see page 9-28).

11 Control of Complexity

11.1 Wisdom about designing systems

Before reading anything else on this topic, one should absorb the book by Brooks, *The Mythical Man-Month*, reading 1.1.7 (see page 9-5) and the essay by Simon, “The architecture of complexity,” reading 2.1.3 (see page 9-10). After that, everything else is addendum.


Explains why doing the thing expediently sometimes works out to be a better idea than doing the thing right.


Insight along the lines that one primary way that engineering makes progress is by making mistakes, studying them, and trying again. Petroski has visited this theme in two books, the most recent being reading 1.2.1 (see page 9-6).

11.1.3 Fernando J. Corbató. On building systems that will fail. *Communications of the ACM 34*, 9 (September, 1991) pages 72-81. (Reprinted in the book by Johnson and Nissenbaum, reading 1.3.11 (see page 9-9).)

The 1991 Turing Award Lecture. The idea here is that all ambitious systems will have failures, but those that were designed with that in mind are more likely to eventually succeed.


A remarkable insight, based on the observation that most failures in a bakery can be remedied by putting more chocolate into the mixture. The author manages, with only a modest stretch, to convert this observation into a more general technique of keeping recovery simple, so that it is likely to succeed.

An encapsulation of insights, expressed as principles that seem to apply to more than one case. Worth reading by all system designers.


This paper, by a bank vice-president who is responsible for his company’s use of computing, provides quite a bit of insight into how it is that apparently simple real-world problems turn out to be very complex. The examples are quite easy to relate to.


One of the most important tools of a system designer is the ability to make rough but quick estimates of how big, how long, how fast, or how expensive a design will be. This brief note extols the concept and gives several examples.

11.2 Keeping big systems under control: Case studies.


A large system case study emphasizing things that worked and things that didn’t work to control development, with insight why.


A shorter case study of a smaller system, again with words of wisdom on what does and doesn't work in system implementation.


These people designed a programming development system with just enough mechanism to do the job, and then used it to implement the Pilot operating system in the Mesa language at Xerox. This paper provides plenty of insight and wisdom about development systems.

11.2.4 Effy Oz. When Professional Standards are lax: the Confirm failure and its lessons. *Communications of the ACM* 37, 10 (October, 1994) pages 30-36.

Confirm is an airline/hotel/rental-car reservation system that never saw the light of day despite 4 years of work and an investment of more than $100M. It is one of many computer system developments that went out of control and finally were discarded without ever having been placed in service. One sees news reports of software disasters of similar magnitude about once each year. It is very difficult to get solid facts about system development failures, because no one wants to accept the blame, especially when lawsuits are pending. This paper suffers from a shortage of facts, and an over-simplistic recommendation that better ethics are all that are
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needed to solve the problem (it seems likely that the ethics and management problems simply delayed recognition of the inevitable). Nevertheless, it provides a sobering view of how badly things can go wrong.


Another sobering view of how badly things can go wrong. In this case, the software controller for a high-energy medical device was inadequately designed; the device was placed in service, and serious injuries ensued. This paper manages to inquire quite deeply into the source of the problems.

11.2.6. Philip M Boffey. Investigators agree N. Y. blackout of 1977 could have been avoided. Science 201, *** (15 September 1978) pages 994-996.

A fascinating description of how the electrical generation and distribution system of New York’s Consolidated Edison fell apart when two supposedly tolerable faults occurred in close succession, recovery mechanisms did not work as expected, attempts to recover manually got bogged down by the system’s complexity, and finally things cascaded out of control.


How an engineer responded to the realization that a skyscraper he had designed was in danger of collapsing in a hurricane.

11.3. Making your own contribution

One important technique for tackling complexity is to explain your system design to others. Before you set out to do that, however, it is advisable to look at some suggestions on how to write things in a way that others can understand.


Scientific writing isn’t exactly the same as writing novels or writing for a newspaper. This paper dissects the situation and explains why.


This indispensable reference to scholarly writing not only tells and shows how to handle the mechanics of citations, quotations, footnotes, etc., but also, in the best tradition of Miss Manners, explains why you should do it in the recommended way.

11.3.3. Roy Levin and David D. Redell. An evaluation of the ninth SOSP submissions, or how (and how not) to write a good systems paper. Operating Systems Review 17, 3 (July, 1983) pages 35-40.

The co-chairs of the program committee for a symposium on systems reflected on the papers they had been required to review, and they set down their thoughts on what made some papers so much better (or worse) than others. Even if you don’t intend to submit your paper to the next SOSP, you should read and heed the suggestions given here.

This note is nominally intended for referees, the people who evaluate submitted papers, but it includes a checklist of questions that every author should review before sending a paper in for publication. (It also contains a hilariously misguided comment about the future impact of technology on publication that illustrates the risks of getting off the topic on which you are an expert.)


This privately-published book is undoubtedly the best explanation, with many splendid examples, of how to communicate numbers effectively.


The advanced version of the preceding reading. Carries the concepts beyond numbers, to the use of illustrations to communicate concepts.

12 Computer System Case Studies

The following collection of case study systems spans most of the range of interesting ideas extant in the computer system field today. All of the systems in this collection originated as advanced technology or research projects, and they range from widely used systems installed at thousands of sites, such as Unix and VM/370, through systems in modest commercial use with installations measured in tens, such as Multics and Tenex, to one-of-a-kind research systems (most of the remainder). There is no attempt to make this list comprehensive or all-encompassing; a deliberate choice has been made favoring systems that have interesting ideas, an exposition that offers insight, and preferably both. To be well-read in the computer systems area, one must have absorbed the ideas in a majority, if not all, of these case studies. For each system only the primary paper or papers are cited. As a general rule, the cited sources contain a bibliography of more detailed or specialized sources.

12.1 Cal

Cal appears to be the first system to make explicit use of types in the interface to the operating system. In addition to introducing this idea, the paper by Lampson and Sturgis is also very good at giving insight as to the pros and cons of various design decisions. Documented late, actually implemented in 1969.


12.2 Hydra

The Hydra system explored in depth the possibilities of type extension as a system-organizing method from the ground up. There are several papers about Hydra, of which the following are the most important.
Suggestions for Further Reading


12.3 Unix

The prime reason for studying Unix is to see how shrewd design choices led (at least initially) to a very simple implementation of a very useful system. One should start with reading 2.2.4 (see page 9-11), by Ritchie and Thompson, which is the first of six papers in two special issues of the *Bell System Technical Journal* devoted to Unix and its applications; the other five are listed below. For a look at the much more complex Berkeley version of Unix, the book by Leffler et al., reading 1.3.7 (see page 9-9), provides a comprehensive guide to its entire design. A good, compact summary of the main features of Unix can be found in chapter 7 of Tanenbaum’s operating systems book, reading 1.2.2 (see page 9-6). Listed under other topics are papers on the Unix Fast File System, reading 8.3.2 (see page 9-27) and on Unix security, reading 7.3.6 and reading 7.3.7 (see page 9-25).


12.4 The Cambridge Systems

The Computer Laboratory at the University of Cambridge is noted for taking slightly offbeat system ideas, shaking them out, showing how they can be useful, and gaining insight in the process. The CAP system is a capability protection system, with hardware support and a complete operating system—worked out further than any other capability system. And to complement this memory organization, its file system is organized as a naming network. The Cambridge Distributed Computing System extends the client-server model to banks of processors that are allocated as needed.
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12.5 Multics

Multics is the original general-purpose computer utility. But more than that, it pioneered the integration of a lot of ideas into a single operating system: processes, a segmented one-level store, rings of protection, a hierarchical file system, access control lists, dynamic linking, programmable command language, stream I/O, replaceable interfaces, integrated performance measurement, and high-level-language implementation. All modern operating systems can trace many of their ideas to Multics; though some of those ideas have taken 20 years to show up again and users of Multics lament that other useful ideas have never reappeared.


There are several other readings about Multics under various topics in this list. See the prospective paper by Corbató and Vyssotsky, reading 13.1.5; the paper on the Multics virtual memory by Bensoussan, et al., reading 6.2.4 (see page 9-20); the book on Multics by Organick (it concentrates mostly on the system support for the addressing hardware), reading 6.2.1 (see page 9-20); the thesis by Saltzer on processor multiplexing, reading 4.3.4 (see page 9-16); the paper by Freiburghouse on register allocation, reading 3.2.1 (see page 9-13); and the work by Schroeder et al., along with Janson’s thesis on type-extension, reading 4.1.1 (see page 9-14). Thomas Van Vleck maintains an extensive archive of materials about Multics on the World-Wide Web at <http://www.best.com/~thvv/multics.html>; there are also several mirror sites.

12.6 3B20D and DMERT

The 3B20 is a highly-reliable Bell-System-designed computer that was for many years the basic engine of many of AT&T’s telephone switching systems. The operating system, DMERT, contains Unix as a subset. This special issue of BSTJ contains sixteen papers, more than you wanted to know.


12.7 Apollo/Domain

The Apollo Domain system supports a different model for distributed function. It provides a shared primary memory called the Single Level Store, which extends transparently across the network. It is also one of the few systems to make substantial use of unstructured unique identifiers from a compact set as
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object names. These papers don’t just describe the design, they also discuss design trade-offs and the problems encountered in fleshing out these two ideas.


12.8 Alto OS

The Alto OS is one of the first designs for a control program for personal computers. It thus pioneered several new design directions, including replaceability of anything.


12.9 Pilot

Pilot was intended to be a production version of the Alto OS, with explicit support for higher level language, and a noticeable second system effect. In addition to the paper listed here, see also the one by Horsley and Lynch on the development system used for Pilot, reading 11.2.3 (see page 9-34).


12.10 VM/370

The unusual feature of VM/370 is its creation of a strict, by-the-book, hardware virtual machine, thus providing the ability to run any system/370 program in a controlled environment.


12.11 Grapevine

Grapevine is a service that maintains registries of user names for mail distribution and authentication. These papers provide early experience with a genuinely distributed database with attention to replication, fault-tolerance, message forwarding, security, and scaling to relatively large configurations. Reprints of the first two papers are included in the report containing the third one.
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12.12  Project Athena, Kerberos, and the X Window System

The Athena System is a network of engineering workstations and servers designed to support undergraduate education at M.I.T. The first small book provides a necessarily superficial, but still very useful, overview of Project Athena, which involved developing the Athena System, as well as deploying it and supporting a wide range of educational experiments on it. Kerberos is a working authentication and key distribution system for private (symmetric) encryption keys, based on the key distribution principles first publicly described in reading 13.2.5 (see page 9-42) by Needham and Schroeder. The X Window System, developed as part of Project Athena, is currently the window system of choice on practically every engineering workstation in the world. It provides good example of using the client/server model to achieve modularity. One of the main contributions of the X Window System is that it remedied a key defect that had crept into Unix when displays replaced typewriters: the display and keyboard were the only hardware-dependent parts of the Unix application programming interface. The X Window System allowed display-oriented Unix applications to be completely independent of the underlying hardware. In addition, the X Window System interposes an efficient network connection between the application and the display, allowing configuration flexibility in a distributed system.


12.13  The World-Wide Web

Many of the publications about the World-Wide Web are available only on the Web, and their citations are subject to change with time. However, there is one published starting reference that describes the general plan.


13.  Papers of historic vision or perspective

Once in a while a paper comes along that either takes a sweeping new look at some aspect of systems design, or else has a dramatic vision of what future systems might do. The ideas in these papers often become part of
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the standard baggage of all future writers in the area, but the reprises rarely do justice to the originals, which are worth reading if only to see how the mind of a visionary works. Here are some examples.

13.1. Dramatic visions


Bush looked at the (mostly analog) computers of 1945 and foresaw that they would someday be used as information engines to augment the human intellect.


It has taken 30 years for technology to advance far enough to make it possible to implement Kemeny’s vision of how the library might evolve when computers are used in its support. Unfortunately, the engineering that is required still hasn’t been done, so the vision has not yet been realized.


Alan Kay was imagining laptop computers and how they might be used long before most people had figured out that desktop computers might be a good idea. He gave many inspiring talks on the subject, but he rarely paused long enough to write anything down. Fortunately, his colleagues captured some of his thoughts in a technical report. An edited version of this report, with some pictures accidentally omitted, appeared in a journal the following year: Alan [C.] Kay and Adele Goldberg. Personal dynamic media. IEEE Computer 10, 3 (March, 1977) pages 31-41. This paper was reprinted with omitted pictures restored in Adele J. Goldberg, A history of personal workstations, Addison-Wesley, 1988, pages 254-263.


Engelbart saw in the early 1960's that computer systems would someday be useful in a myriad of ways as personal tools. Unfortunately, the technology of his time, multi-million-dollar mainframes, was far too expensive to make his vision practical. Today’s personal computers and engineering workstations have now incorporated many of his ideas.


Working from a few, primitive examples of time-sharing systems, Corbató and his associates escalated the vision to an all-encompassing computer utility. Note that this paper is followed by five others (pages 185-247) about Multics.

13.2. Sweeping new looks


Set the ground rules for thinking about parallel activities, both the vocabulary and the semantics.
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The underpinnings of the theory of cryptography, in terms of information theory.


The first really technically competent, paper on cryptography since Shannon in the unclassified literature; the paper that launched modern unclassified study. Includes a complete and scholarly bibliography.


Diffie and Hellman invented public key cryptography; this is the paper in which they introduced the idea.


The first accessible discussion of key distribution protocols, with applications, e.g., to electronic mail. The authors make an appeal for someone to develop a systematic way to check the validity of reasoning about encryption protocols, and indeed someone later found a minor flaw in one of their examples. The basic key-distribution idea discussed here was originally developed in a classified environment. A description that was so well veiled that the average reader would never notice it appeared in: Dennis K. Branstad. Security aspects of computer networks. *American Institute of Aeronautics and Astronautics Computer Network Systems Conference*, paper 73-427 (April, 1973).


The idea of a cache, look-aside, or slave memory had been suggested independently by Francis Lee and Maurice Wilkes some five years earlier, but it was not until the advent of LSI technology that it became feasible to actually build one in hardware. As a result, no one had seriously explored the design space options until the designers of the IBM System/360 model 85 had to come up with a real implementation. Once this paper appeared, a cache became a requirement for most later computer architectures.


A pair of papers that give a very high level discussion of “spheres of control”, a notion closely related to atomicity. Vague but thought-provoking. Everyone who writes about transactions mentions that they found these two papers inspiring.


Jim Gray calls the 1976 version “an underground classic.” The 1979 version has the first good definition of models of failure. Both describe algorithms for coordinating distributed updates; they are sufficiently different that both are worth reading.
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Baran and his colleagues proposed the idea of packet switching, the basis for the modern Internet.


This paper and four others in the same conference session (pages 543-597) are the first public description of the ARPANET, the first successful packet-switching network and the prototype for the Internet. Two years later, *AFIPS Spring Joint Computer Conference 40*, (1972) pages 243-298, contains five additional, closely related papers.

Three other papers listed under specific topics also qualify as providing sweeping new looks or changing the way people that think about systems: Simon, The architecture of complexity, reading 2.1.3 (see page 9-10); Thompson, Reflections on trusting trust, reading 7.4.3 (see page 9-25); and Lampson, Hints for computer system design, reading 11.1.5 (see page 9-33)
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Appendix: Timely Readings Related to Systems

Spring, 1996, edition

Some of the most interesting materials about computer systems are “timely”, which means that they are of fleeting interest—they represent a current issue, the media has picked up on them, or they are continually in flux. This appendix provides a sampling of these items. Timely things are often found on-line these days, so some of these references are via World-Wide Web URL’s, delimited here by <pointed brackets>. Be warned that citations of on-line materials are fragile. The repositories that hold on-line materials do not generally operate by the archiving standards of libraries, so by the time you try to follow the citation, it may no longer be valid. Be warned also that this list contains media items, which, because of the pressure of deadlines, sometimes do not have the same depth and scholarly approach as do scientific journals. Nevertheless, they are useful for identifying significant issues.
1. Risks of Computer Systems.

1.1. General sources


The RISKS forum is a long-standing, on-line moderated newsgroup with a publication rate of about once issue per week. Virtually anything that goes wrong in the world of computer systems gets reported here, and followed up with comments. At M. I. T. there is an Athena mailing list named risks that acts as a redistribution point, and there is also a partial archive in an Athena Discuss meeting.


A book by the moderator of the RISKS forum, which organizes and summarizes many of the things reported in that forum. Although the plan is good, the shortage of concrete facts on many incidents causes the book to read more like a laundry list than an exposé; it is more a reference than something to take to the beach to read.

1.2 Privacy sources

Quite a number of privacy resources are available on the Internet. The top-level resources are the four below; most other resources can be found via these.


The Law School of the University of California at San Diego operates this clearinghouse, whose publications list includes a number of useful summaries of privacy-related matters. The Clearinghouse also (somewhat mysteriously) provides a Gopher service <gopher://pwa.acusd.edu:70/11/USDinfo/privacy> with different contents, including useful Fact Sheets and Issue Papers. One particularly notable item in the gopher site is a bibliography of privacy books and papers.


EPIC maintains an alerting system that watches for developments in Congress and elsewhere that might have an impact on privacy. EPIC has also collected an extensive bibliography of on-line and off-line resources on the subject of privacy at <http://cpsr.org/cpsr/privacy/epic/privacy_resources_faq.html>


This is a moderated mailing list that reports new and interesting incidents, legislation, and privacy concerns. The Privacy Forum is relatively new and sometimes duplicates material found in the RISKS forum. At M. I. T. you can subscribe to a local redistribution point by adding yourself to the Athena privacy-forum mailing list. Issues of this forum appear irregularly, typically every two or three weeks. Materials since May, 1993 are also available as an Athena Discuss meeting.
1.2.4. The Computer Privacy Digest. Internet news group. <news:comp.society.privacy> An archive is also available. <gopher://gopher.cs.uwm.edu/>

This is another moderated newsgroup. Contributions to this newsgroup sometimes overlap or duplicate those of the Computer Privacy Forum, though the two moderators have distinctly different approaches. Someone at the University of Wisconsin in Madison maintains the gopher archive of this digest.

1.3. Discussions about privacy.

1.3.1 We know you’re reading this. The Economist 338, 7952 (February 10, 1996) pages 27-28.

Brief discussion of the contemporary privacy scene in the United States; tracking, logging, information mining. A sidebar on page 28 discusses the 1996 extension of the 1909 Comstock Act to make it illegal to transmit information about abortion on the Internet.

1.3.2 Chris Hibbert. Social security number FAQ: What to do when they ask for your social security number. Reposted frequently to an Internet news group. <news:comp.society.privacy> The current version is maintained in an Internet FAQ archive. <ftp://rtfm.mit.edu/pub/usenet/comp.society.privacy>.

One of the better overviews of the situation surrounding social security numbers, which are often used as a kind of unique identifier. This description makes it clear what the hazards are.

1.3.3 Larry Tye. No Private Lives. Series of four leader articles with six accompanying sidebars, The Boston Globe 244, 67, 68, 69, and 70 (September 5, 6, 7, and 8, 1993). The articles and sidebars carry the following headlines:

Privacy lost in high-tech era. (September 5) pages 1, 18, and 19.
Hidden assets are an open book to Fla. firm. (September 5) sidebar, page 18.
When the cost of information is too high. (September 5) sidebar, page 19
List-makers draw a bead on many. (September 6) pages 1, 12, and 13.
(With Maria Van Schuyver.) Technology tests privacy in the workplace. (September 6) sidebar, page 13
German system puts a lid on data. (September 7) pages 1, 10, and 11.
EC may force new look at privacy. (September 7) sidebar, page 10.
Britons find some comfort under cameras’ gaze. (September 7) sidebar, page 11.
Proposed ÔBill of Rights’ would limit personal data. (September 8) page 1, 12, and 13.

As press accesses more data, limits weighed. (September 8) sidebar, page 13.

Overall, a very good look, from a media perspective, at the current stand-off between technology and privacy.

1.4. Wiretapping—Clipper and the Digital Telephony Initiative

There is a major argument developing between American law-enforcement officials and privacy advocates on the appropriate response to the conversion of telephony from analog to digital form. End-to-end digital communications can easily be encrypted, so wire-tapping is not as easy as it was in the analog world.
Clipper is a proposed standard encryption chip with the feature that a copy of its decrypting key is held by the government. The Digital Telephony Initiative is a proposed requirement that telephone companies develop and install features that allow routing copies of particular digital streams to law enforcement agencies.
Suggestions for Further Reading


Relentlessly broad in its coverage, this book reprints practically everything of significance that has appeared so far on the concept of encryption key escrow, digital wiretapping, and encryption export. Its primary virtue is that it saves the need to track down things that have been published in many diverse places. Its primary defect is that the many sources overlap, so the amount of redundancy involved in reading it cover to cover is frustrating. The opening chapters, which are intended to provide an introduction to encryption for less scientific readers, are somewhat oversimplified, but no punches are pulled in the original papers, press releases, congressional testimony, and position papers that follow. Although the dimensions of the debate described here are timeless, the details will become outdated quite rapidly. Nevertheless, for the moment it makes an excellent reference.

2. Disasters.

2.1 *Software development projects that went awry*


This report is light on facts, but one thing seems clear: the California Department of Motor Vehicles spent $44M and the system had to be junked.


An unusually candid memorandum, probably not intended for public consumption, about the problems of controlling development of large, complex software systems. The next item is a follow-up.


The good news appears in this follow-up, which reports that the previous memorandum succeeded in getting management attention, the management process changed dramatically, and the system in question was delivered and works.


The U. S. Federal Aviation Administration seems to be having some trouble modernizing the systems that underlie the U. S. Air Route Control System.

2.2. *Other disasters*


In early November, 1988, many people came to work one day to discover that their Internet-connected Unix systems were in the grip of an automated intruder that, having penetrated their system, was exploring it to find clues about other systems it could also penetrate. This event shook up quite a number of people, and the ensuing blizzard of media coverage was notable more for heat than light. This paper is one of the few factual and more reasoned discussions of the incident.

This paper explores the debate as to whether there may be a disaster lying in wait with the coming turn of century. The concern is that many computer programs store and manipulate calendar dates using only the last two digits of the year, and the turnover from 99 to 00 may reveal so many bugs in systems that we depend on that society will come to a screeching halt.

3. **Other impacts of computer system technology.**


This paper suggests that the computer and communications revolution will imperil the university by undermining all three of its fundamental reasons for existing. Whether he is right or wrong, the paper brings up a lot of interesting things to discuss about the impact of high-technology systems on society.


How choosing the right technology wave is a matter of judgement, not entirely technical.


An interesting application for one-way encryption: establishing the integrity of a document by publishing its signature.


This special section of an issue of the *CACM* contains six papers, ranging from a tutorial about ethics for people who have never had a chance to pursue the topic in formal study, to case studies of ethical issues that have arisen in computer systems design and use. Saves the need to read all of the papers in the book by Johnson & Nissenbaum.


The high-energy physics research community has adopted whole-heartedly the distribution of preprints of research papers, undermining traditional journal publishing systems and raising the question of where it will all end.

3.0.6 [Steven R. Lerman and] Jerome H. Saltzer. Teaching students about responsible use of computers. *Communications of the ACM* 32, 6 (June, 1989) page 704. The publication omits the name of the first author.

This is the first official M.I.T. statement of principles of responsible use of computing and networks. Note that there is an omitted line that makes complete hash of one principle.

3.1. **Surveys from The Economist.**


The weekly news magazine *The Economist* publishes occasionally special survey inserts, of which two or three each year relate to computer and communications systems. The quality of reporting and editing on such technical topics is remarkable, especially for a general-circulation publication. The above are three recent examples.

4. **The World-Wide Web on the World-Wide Web.**

These four sources provide technical details on the machinery that underlies the World-Wide Web.


4.0.2 Tim Berners-Lee, Larry Masinter, and M. McCahill. Uniform Resource Locators (URL). Internet RFC-1738 (December, 1994). <http://www.w3.org/hypertext/WWW/Addressing/rfc1738.txt>


5. **Hot technology.**

Every year some new technology areas suddenly appear to be the wave of the future. Initially, it is hard to decide both whether or not they really are, and also whether the first papers are really the right ones to read. Some of these items may make their way into the longer-term recommended reading list after a year or two of experience.


Exokernel takes the idea of a microkernel to its logical extreme, exposing everything possible to higher-level applications. By using a capability-like revocation scheme that is also visible at the higher level it can withdraw resources gracefully or rudely, as the situation requires. Because of the potential for high performance, this set of ideas may well begin to make its way into the next generation of operating systems.

Java is a language that Jim Gosling has been working on for several years; in its latest incarnation it is showing up as a language to write programs that World-Wide Web servers can download into your Web browser for execution there. By requiring that the stack have typed entries, it allegedly becomes possible for a verifier in the client to establish that it is safe to compile and run the program. This paper, on first blush, is not terribly accessible; it appears that the reader is expected to have had ten years of experience in compiler code generator design. But if one glosses over the heavy-duty details the higher-level concepts stand out and aren’t that hard to extract.


A design dimension that has become important, especially in the design of portable equipment, is power consumption. This very accessible paper describes one aspect of the associated trade-offs using intuitively satisfying models. (Unfortunately, the charts and figures accompanying the section that presents simulation results are a model of how not to display quantitative information.)
Systems engineering also profited from the advent of computers and the subsequent development of powerful, high-level programming languages, which affected the field in two principal ways. First, they provided new tools for analyzing complex systems by means of extensive calculations or direct simulation. In the 1950s and 1960s systems engineering also grew in other directions, largely as a result of weapons systems projects associated with the Cold War. Thus the Ajax study was concerned with the dynamics of a single isolated missile. On the other hand, the defense systems that grew up in the 1950s involved the coordinated operation of a large number of missiles, guns, interceptors, and radar installations scattered over a considerable area. Computer engineering is the branch of engineering that integrates electronic engineering with computer sciences. Computer engineers design and develop computer systems and other technological devices. Computer pioneers. Some of the most prominent pioneers in computer hardware include: Blaise Pascal, inventor of the mechanical calculator; Charles Babbage, inventor of the Analytical Engine; J. Presper Eckert and John Mauchly, builders of ENIAC, and later UNIVAC, the first computer to be sold commercially; Nicholas Metropolis, designer of the MANIAC I computer; William Shockley and his team at Be